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Abstract—Mobile Edge Computing (MEC) has been envision-
ing as a promising technology to address limited computing and
storage resources in mobile devices. The virtual services provided
by the MEC platform are implemented as instances of Virtual
Network Functions (VNFs). However, these VNF instances as
pieces of software that run in virtual machines (VMs) are
not always reliable. To provide reliable services for their users
while meeting user service reliability requirements, the service
providers of MEC usually adopt the replica policy that deploy
a certain number of service replicas for each VNF instance. In
this paper, we study reliable service provisioning in an MEC
network through redundant placement of instances of VNFs. We
assume that each service request consists of a Service Function
Chain (SFC) requirement and a service reliability requirement.
We formulate a novel reliability-aware service function chain
provisioning problem with the aim to maximize the number
of requests admitted, while meeting the specified reliability
requirement of each admitted request. We first show that the
problem is NP-hard, and formulate an ILP solution for the
problem when the problem size is small. We then develop a
randomized algorithm with a provable approximation ratio and
high probability for the problem when the problem size is
large, and the achieved approximation ratio is at the expense of
moderate computing capacity and reliability constraint violations.
We also devise an efficient heuristic for the problem without
any resource and requirement constraint violations. We finally
evaluate the performance of the proposed algorithms through
experimental simulations. Experimental results demonstrate that
the proposed algorithms are promising.

I. INTRODUCTION

With the recent development of 5G technology, more and
more portable mobile devices, including various types of
sensors, smartphones, tablets, and wearable sensors, have
been widely deployed for business, entertainment, social
networking, environmental monitoring, and automaton vehi-
cles [3],[21],[23]. However, the portal sizes of mobile devices
restrict their capability for applications that need low latency
response, due to their limited computing, storage, and battery
capacities. To overcome such limitations, the Mobile Edge
Cloud (MEC) network as a promising networking paradigm
has been introduced, which consists of cloudlets that are co-
located with some Access Points (APs) within the proximity
of users [20]. Specifically, MEC is capable to bring both
computing and storage resources of clouds at the edge of core
networks to reduce service response delays of users, thereby
leveraging the capability of mobile devices through offloading
their tasks to the MEC for processing [7].

Orthogonal to the MEC technology, Network Function
Virtualization (NFV) [18] is another promising technology that
implements various network functions by pieces of software
running in virtual machines of commodity servers, enabling
virtualized service provisioning in MEC more affordable,
flexible, and manageable. This virtualization technology can
significantly reduce the operational cost of network service
providers by replacing specified hardware – the dedicated
middleboxes with VNF instances [9]. It also improves the
efficiency and flexibility of deploying new network functions.

However, one potential risk of deploying VNF instances
is the reliability of deployed VNF instances. A mobile user
usually not only requests specific VNF services but also has
a certain reliability requirement [22]. Meeting user service
reliability requirements is critical to network service providers.
While the traditional carrier-grade system is highly fault-
tolerant and can achieve a reliability with the order of 5’9s
(i.e. 99.999%), it is extremely difficult for VNF – a piece of
software running in VMs – to achieve this level of reliability,
because software for implementing VNF instances may con-
tain bugs and is prone to failures [8]. Moreover, the reliability
issue is further exacerbated by the deployment of Service
Function Chains (SFCs) because the failure of one single VNF
in the chain will interrupt the end-to-end chain service [17].
Several prevention and recovery mechanisms for such SFC
failures haven been developed in the past. Among them, a
common and practical approach is utilizing redundancy [5].
Specifically, a single VNF instance failure can be mitigated by
deploying its other VNF backup instances in the same cloudlet
as its primary VNF instance for the backup purpose.

The novelty of this paper is that we study the reliability-
aware SFC provisioning problem with the aim of maximizing
the number of admitted service requests while satisfying the
reliability requirement of each admitted request. We are the
very first to consider that the number of instances of each
VNF requested by a service request can be different in order
to satisfy the reliability requirement. We also develop a very
first randomized algorithm with provable approximation ratio
for the problem.

The main contributions of this paper are given as follows.
We deal with the reliable service provisioning in an MEC
network. We first formulate a novel VNF instance placement
problem that aims to maximize the number of admitted re-
quests while satisfying their specified reliability requirements.
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We then show the problem is NP-hard, and formulate an
Integer Linear Programming (ILP) solution to the problem
when the problem size is small. We also devise a randomized
approximation algorithm with a provable approximation ratio
and high probability for it when the problem size is large. The
approximation ratio is achieved at the expense of moderate
computing capacity and reliability constraint violations. We
also develop an efficient heuristic for the problem without
any constraint violations. We finally evaluate the performance
of the proposed algorithms through experimental simulations.
Experimental results demonstrate that the proposed algorithms
are promising.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III introduces notions, no-
tations, and problem definition. Section IV shows the NP-
hardness of the problem. Section V provides an ILP formu-
lation of the problem. Section VI proposes a randomized
algorithm for the problem. Section VII devises a heuristic for
the problem. Section VIII evaluates the performance of the
proposed algorithms. Section IX concludes the paper.

II. RELATED WORK

Several studies on reliability-aware SFC service provision-
ing have been conducted recently. For example, Han et
al. [10] surveyed several existing models for VNF reliability
improvement. Huang et al. [12] investigated the reliability-
aware VNF instance provisioning in an MEC network with
the aim to maximize the network throughput. They devised
approximation algorithms with provable approximation ratios
for the problem under different assumptions. However, their
work is based on an assumption that each SFC contains only
one network function which may not be realistic. Kanizo et
al. [13] showed how to plan and deploy backup VNF instances
to ensure the high-level survivability by proposing a heuristic
algorithm for the problem. However, their work is based on
an assumption that there is only one backup VNF instance
for each primary VNF instance, and they did not consider
that for each primary VNF instance, multiple backup VNF
instances are needed to meet the reliability requirement of each
request. Beck et al. [4] conducted a study of VNF instance
survivability in the context of VNF resource allocation, with
the aim to minimize the resource consumption. They however
did not consider that different requests may have different
reliability requirements. Providing all services with the same
reliability for different service requests will increase unnec-
essary backup VNF instances and thus consume unnecessary
resource consumptions. Li et al [15], [16] studied the problem
of reliable VNF service provisioning with the aim to maximize
the revenue collected by the service providers. They proposed
an on-line algorithm with a provable competitive ratio for the
problem at the expense of moderate resource violations. Fan et
al. [9] proposed an approach to allocate the minimum amount
of backup resource for a single SFC request in a data-center
network, and then developed an online algorithm for multiple
SFC request admissions with the aim of admitting as many
requests as possible. Their work however is not applicable to

the MEC network, as both computing and bandwidth resources
in MEC are limited.

Unlike the aforementioned studies, in this paper we con-
sider the reliable SFC placement without before-mentioned
restrictions on existing studies, e.g., each SFC contains only
one network function, there is only one backup instance for
each primary VNF instance, the reliability requirements of
different requests are the same, the VNF instances of all
network functions must be placed into one server, or there are
unlimited computing resource for VNF placement. In addition,
we aim to maximize the number of requests admitted by the
network.

III. PRELIMINARIES

In this section, we first introduce the system model, notions
and notations, and then define the problem precisely.

A. Network system model

We consider a Mobile Edge-Cloud (MEC) network that
consists of Access Points (APs), cloudlets and links between
APs. The MEC network is represented by an undirected graph
G = (V,E), where V is the set of APs, and some of the APs
are co-located with cloudlets. E is the set of links between
APs.

Denote by F = {f1, f2, . . . , fn} the set of different types of
Virtualized Network Functions (VNFs) in the system. Without
loss of generality, we assume that the amount of computing
resource required to implement a single instance of a specific
type of VNF, fi ∈ F , is measured by the number of computing
units, denoted by ci. In addition, we assume that different
types of VNFs have different reliabilities, and we use ρi to
denote the reliability of VNF fi ∈ F with 0 < ρi ≤ 1. If a
VNF fi ∈ F has l VNF instances, the reliability of fi as the
probability that at least one of its instances is available can be
calculated as 1− (1− ρi)

l.
Denote by C = {cl1, cl2, ..., clm} the set of cloudlets in G

with m ≤ |V |. The computing capacity of cloudlet clj ∈ C is
denoted by capj . For a specific type of VNF, fi ∈ F , a cloudlet
can implement it as a piece of the software component in a
virtual machine with the computing resource demanded, i.e.,
ci. We assume the failure probability of any cloudlet is zero
and hence, the reliabilities of different instances of the same
VNF implemented at different cloudlets are the same.

B. Request model

Let R be the set of user requests. Each user request rk ∈ R
is represented by a tuple (SFCk, ηk), where SFCk ⊆ F is
the Service Function Chain (SFC) requested by rk, and ηk
is the reliability requirement. For simplicity, we use ck,i and
ρk,i to denote the computing resource demand and reliability
of VNF fi ∈ SFCk, respectively. We define the reliability of
an SFC as the probability that at least one VNF instance of
each function in SFCk is available, which can be calculated
as

∏
fi∈SFCk

(1− (1− ρk,i)
lk,i), where lk,i is the number of

VNF instances of function fi ∈ SFCk.
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C. Problem definition

Given an MEC network G = (V,E), a set R of user
requests with each having an SFC and a given reliability
requirement, the reliability-aware SFC provisioning problem
in G is to admit as many as requests in R while the specified
reliability requirement of each admitted request must be met,
subject to the computing capacity of each cloudlet in G.

A request rk ∈ R is admitted if at least one instance
of each VNF fi ∈ SFCk has been placed, its specified
reliability requirement is met, and the cloudlets have enough
computing resource to implement all the instances of each
VNF fi ∈ SFCk. To meet the reliability requirement of each
request, backups are adopted. Specifically, we deploy multiple
instances of each VNF fi ∈ SFCk such that the reliability of
SFCk is no less than ηk. We further assume that for a specific
request rk, all the instances of a specific VNF fi ∈ SFCk

must be placed to the same cloudlet.

IV. NP-HARDNESS OF THE PROBLEM

In this section, we show that the decision version of the
reliability-aware SFC provisioning problem is NP-hard by the
following theorem.

Theorem 1. Given an MEC network G = (V,E) and a set R
of requests with SFC requirements, the reliability-aware SFC
provisioning problem is NP-hard.

Proof: To show that the problem is NP-hard, we consider
a simplified version P1 of the problem where the number of
instances of each network function of an SFC is given (in
our problem, this number needs to be determined). It can
be seen that the reliability-aware SFC provisioning problem
is as hard as Problem P1. In the following, we show that
Problem P1 is NP-hard, by a reduction from the maximum
profit generalized assignment problem (GAP) that is NP-hard.
We then can conclude the problem in this paper is NP-hard,
too.

The maximum profit GAP is defined as follows. Given n
items and m bins, each item i has size of si and each bin j
has a capacity Bj . If item i can be packed into bin j, then it
brings a profit pij , the problem is to pack as many as items to
the m bins to maximize the total profit of the packed items,
subject to the capacity on each bin.

We reduce the maximum profit GAP to Problem P1 as
follows. Let pmax = max{pij | 1 ≤ i ≤ n, 1 ≤ j ≤ m}
be the maximum profit among the n items. Each item i
corresponds a request i with an SFC that consists of only
a single VNF, and there are |V | bins with each bin v ∈ V
having a capacity C ′

v . We further assume that the cloudlets
are indexed by 1, 2, . . . ,m with m = |V | and each item can
be packed to any of the cloudlets. Thus, if the given number
of instances of the VNF of request i (item i) can be placed to
cloudlet j, it will bring a profit pij

pmax
which is the reliability

of request i achieved by redundant instance placements of its
VNF, and the total computing resource consumption for this
redundant VNF instance placement is si, which is the total

computing resource demanded by the VNF instances. Problem
P1 thus is to maximize the number of requests admitted while
maximizing the total profit of admitted requests, subject to
the capacity on each cloudlet. It can be seen that a solution to
Problem P1 will return a solution to the maximum profit GAP.
It is well known that the maximum profit GAP is NP-hard [6],
thus Problem P1 is NP-hard. So is the reliability-aware SFC
provisioning problem.

V. INTEGER LINEAR PROGRAMMING

In this section, we formulate an Integer Linear Programming
(ILP) solution to the Reliability-aware SFC provisioning prob-
lem. Let yk be a decision variable with value 1 if request rk
is admitted and 0 otherwise. If the variable xk,i,l,j is set to 1,
then it means that the VNF fi ∈ SFCk has l instances and all
of these instances are implemented at cloudlet clj . We assume
that at most ω instances of each VNF fi are needed for any
request rk ∈ R to ensure the specified reliability requirement.
Let W = {1, 2, ..., ω}. We use ck,i,l to denote the total amount
of computing resource demanded by the l VNF instances of
fi ∈ SFCk, which is ck,i · l, where ck,i is the amount of
computing resource demand of one VNF instance of fi. Let
ρk,i,l = 1− (1− ρk,i)

l be the reliability of VNF fi ∈ SFCk

with l instances, where ρk,i is the reliability of fi. Define
constants pk,i,l = − log ρk,i,l and pk = − log ηk, where ηk is
the reliability requirement of request rk. The ILP is described
as follows.

Maximize
∑
rk∈R

yk,

subject to:∑
rk∈R

∑
fi∈SFCk

∑
l∈W

xk,i,l,j · ck,i,l ≤ capj , ∀clj ∈ C (1)∑
fi∈SFCk

∑
l∈W

∑
clj∈C

xk,i,l,j · pk,i,l ≤ pk, ∀rk ∈ R (2)

∑
l∈W

∑
clj∈C

xk,i,l,j = yk, ∀rk ∈ R, fi ∈ SFCk (3)

yk ∈ {0, 1}, ∀rk ∈ R (4)
xk,i,l,j ∈ {0, 1} ∀rk ∈ R, fi ∈ SFCk, l ∈W, clj ∈ C (5)

• Constraint (1) ensures that the total computing resource
demand of all VNF instances in any cloudlet clj does not
exceed its computing capacity.

• Constraint (2) guarantees that the reliability requirement
of each request must be met if it is admitted.

• Constraint (3) says that if any request rk ∈ R is admitted,
then at least one instance of each VNF fi ∈ SFCk should
be implemented, and all the instances of the same VNF
should be implemented at the same cloudlet.

VI. RANDOMIZED ALGORITHM

Although the ILP can provide an exact solution, its time
complexity is prohibitively high when the problem size is large.
In this section, we instead propose a randomized algorithm for
the problem when the problem size is large, and the solution
delivered by the algorithm is scalable.
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A. Algorithm
Let {y∗k, x

∗
k,i,l,j} denote the optimal solution of the Linear

Programming (LP) relaxation of the ILP. The value of the
optimal solution of the LP is µ∗. We now seek to use the
optimal LP solution to obtain an integer solution for the ILP
through adopting the randomized rounding technique [19]. Let
{ŷk, x̂k,i,l,j} and µ̂ denote the integer solution and the value of
the integer solution respectively. Each variable ŷk will be set to
1 with probability y∗k. If a variable ŷk has been set to 1, thus for
each i,∀fi ∈ SFCk, set x̂k,i,l,j to 1 with probability

x∗
k,i,l,j

y∗
k

.
The choice is done in an exclusive manner, with Constraint (3):
given i, for each pair of l and j, ∀l ∈ W, clj ∈ C, exactly
one of the variables x̂k,i,l,j is set to 1 and the rest are set to
0. This random choice is made independently for all i. The
detailed description of the randomized algorithm is given in
Algorithm 1.

Algorithm 1 Randomized Algorithm
Input: An MEC network G = (V,E), a list of requests R.
Output: A solution that maximizes the number of requests admitted.

1: y∗k, x
∗
k,i,l,j ← the optimal LP solution;

2: ŷk, x̂k,i,l,j ← 0;
3: for all rk ∈ R do
4: gy ← a randomly generated number ∈ [0, 1];
5: if y∗k ≥ gy then
6: ŷk ← 1;
7: for all fi ∈ SFCk do
8: gx ← a randomly generated number ∈ [0, y∗k];
9: for all l∗ ∈W do

10: for all clj∗ ∈ C do
11: if

∑l∗
l=1

∑j∗

j=1 x
∗
k,i,l,j ≥ gx then

12: x̂k,i,l∗,j∗ ← 1;
13: Jump to the for loop at line 7;
14: else
15: ŷk ← 0;
16: return ŷk, x̂k,i,l,j ;

B. Analysis of the randomized algorithm
We now analyze the performance of the proposed random-

ized algorithm, Algorithm 1 as follows.
We define a positive constant λ as follows.

λ = min{ pk
pk,i,l

;
capj
ck,i,l

,∀rk ∈ R, fi ∈ SFCk, l ∈W, clj ∈ C},

(6)

where capj is the capacity of cloudlet clj , and ck,i,l, pk, pk,i,l
are constants defined in the ILP.

Lemma 1. The violation of the computing capacity con-
straint (i.e. Constraint (1)) of each cloudlet clj ∈ C is
bounded by 1 + σ with high probability 1 − 1

|C| , where

σ =
log |C|+

√
log2 |C|+4λ log |C|

λ . Recall that |C| is the number
of cloudlets and λ is a positive constant defined in Eq. (6).

Proof: Let a generalized Bernoulli variable zjk,i,l denote
the amount of computing resource of cloudlet clj occupied
by all the l instances of fi in request rk, which is defined as
follows.

zjk,i,l =

{
ck,i,l, with probability x∗k,i,l,j
0, otherwise

(7)

where ck,i,l is the computing resource demand of all the l
instances of fi ∈ SFCk. We also define the random variable
ψj
k,i,l as follows.

ψj
k,i,l =

zjk,i,l · λ
capj

, (8)

with 0 ≤ ψj
k,i,l ≤ 1 since 0 ≤ ψj

k,i,l =
zj
k,i,l·λ
capj

≤ ck,i,l·λ
capj

≤ 1.
Thus, for a cloudlet clj , the probability that its computing

capacity violation exceeds σ, is calculated as follows.

Pr
[ ∑
rk∈R,fi∈SFCk,l∈W

zjk,i,l > (1 + σ) · capj
]

= Pr
[ ∑
rk∈R,fi∈SFCk,l∈W

ψj
k,i,l > (1 + σ)λ

]
(9)

By applying the well-known Chernoff bound, we have

Pr
[ ∑
rk∈R,fi∈SFCk,l∈W

ψj
k,i,l > (1 + σ)λ

]
< e−

σ2λ
2+σ (10)

Note that the Chernoff bound is applicable because

E
[ ∑
rk∈R,fi∈SFCk,l∈W

ψj
k,i,l

]
= E

[ ∑
rk∈R,fi∈SFCk,l∈W

zjk,i,l · λ
capj

]
=

λ

capj

∑
rk∈R,fi∈SFCk,l∈W

E[zjk,i,l]

=
λ

capj

∑
rk∈R,fi∈SFCk,l∈W

(ck,i,l · x∗k,i,l,j)

≤ λ

capj
· capj (11)

= λ (12)

Inequality (11) holds, because the feasible solution x∗k,i,l,j
meets Constraint (1).

We then set the value of σ according to the following
equation

e−
σ2λ
2+σ =

1

|C|2
(13)

Thus, the solution of Eq. (13) can be expressed as

σ =
log |C|+

√
log2 |C|+ 4λ log |C|

λ
(14)

Combining Equation (9), Inequality (10) and Equation (13),
we have

Pr
[ ∑
rk∈R,fi∈SFCk,l∈W

zjk,i,l > (1 + σ)capj

]
<

1

|C|2
(15)

Hence, the probability that the computing capacity con-
straint of each cloudlet clj ∈ C will not exceed σ can be
expressed as follows.

Pr
[ ∧
clj∈C

( ∑
rk∈R,fi∈SFCk,l∈W

zjk,i,l ≤ (1 + σ) · capj
)]

= 1−Pr
[ ∨
clj∈C

( ∑
rk∈R,fi∈SFCk,l∈W

zjk,i,l > (1 + σ) · capj
)]
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≥ 1−
∑

clj∈C

Pr
[ ∑
rk∈R,fi∈SFCk,l∈W

zjk,i,l > (1 + σ) · capj
]

(16)

> 1− |C| · 1

|C|2
= 1− 1

|C|
(17)

Note that Inequality (16) holds due to the Union Bound
Inequality.

Lemma 2. The violation of the reliability constraint (i.e.
Constraint (2)) of each request rk ∈ R is bounded by 1+ε with

high probability 1− 1
|R| , where ε = log |R|+

√
log2 |R|+4λ log |R|

λ .
Recall that |R| is the number of requests and λ is a positive
constant defined in Eq. (6).

Proof: We define a generalized Bernoulli variable zjk,i,l,
denoting the negative logarithmic of the reliability of fi when
all its l instances are placed at clj , and zki,l,j is defined as
follows.

zki,l,j =

{
pk,i,l, with probability x̃k,i,l,j
0, otherwise

(18)

where pk,i,l = − log(ρk,i,l), and ρk,i,l is the reliability of fi ∈
SFCk with l instances. We also define the random variable
ψk
i,l,j as follows.

ψk
i,l,j =

zki,l,j · λ
pk

(19)

with 0 ≤ ψk
i,l,j ≤ 1 since 0 ≤ ψk

i,l,j =
zk
i,l,j ·λ
pk

≤ pk,i,l·λ
pk

≤ 1.
Thus, for a request rk, the probability that its reliability

violation exceeds ε, is calculated as follows.

Pr
[ ∑
fi∈SFCk,l∈W,clj∈C

zki,l,j > (1 + ε) · pk
]

= Pr
[ ∑
fi∈SFCk,l∈W,clj∈C

ψk
i,l,j > (1 + ε) · λ

]
(20)

By applying the well-known Chernoff bound, we have

Pr
[ ∑
fi∈SFCk,l∈W,clj∈C

ψk
i,l,j > (1 + ε) · λ

]
< e−

ε2λ
2+ε (21)

Note that the Chernoff bound is applicable because

E[
∑

fi∈SFCk,l∈W,clj∈C

ψk
i,l,j ]

= E[
∑

fi∈SFCk,l∈W,clj∈C

zki,l,j · λ
pk

]

=
λ

pk
· E[

∑
fi∈SFCk,l∈W,clj∈C

zki,l,j ]

=
λ

pk
·

∑
fi∈SFCk,l∈W,clj∈C

E[zki,l,j ]

=
λ

pk
·

∑
fi∈SFCk,l∈W,clj∈C

pk,i,l · x̃k,i,l,j

≤ λ

pk
· pk (22)

= λ (23)

Inequality (22) holds because the feasible solution x∗k,i,l,j
meets Constraint (2).

We then set the value of ε according to the following
equation

e−
ε2λ
2+ε =

1

|R|2
(24)

The solution of Eq. (24) can be expressed as

ε =
log |R|3+

√
log2 |R|3+8λ log |R|3

2λ .
Combining Equation (20), Inequality (21), and Equa-

tion (24), we have

Pr
[ ∑
fi∈SFCk,l∈W,clj∈C

zki,l,j > (1 + ε) · pk
]
<

1

|R|2
(25)

Hence, the probability that the reliability constraint of each
request rk ∈ R will not exceed ε can be expressed as follows.

Pr
[ ∧
rk∈R

( ∑
fi∈SFCk,l∈W,clj∈C

zki,l,j < (1 + ε) · pk
)]

= 1−Pr
[ ∨
rk∈R

( ∑
fi∈SFCk,l∈W,clj∈C

zki,l,j ≥ (1 + ε) · pk
)]

≥ 1−
∑
rk∈R

Pr
[ ∑
fi∈SFCk,l∈W,clj∈C

zki,l,j ≥ (1 + ε) · pk
]
(26)

> 1− |R| ∗ 1

|R|2
= 1− 1

|R|
(27)

Note that Inequality (26) holds due to the Union Bound
Inequality.

Lemma 3. The number of admitted requests will be at least
(1−α) ·µ with high probability 1− 1

|R| , where α =
√

2 log |R|
µ∗ ,

µ and µ∗ are the value of the optimal solution of the ILP and
the LP, respectively.

Proof: Let a Bernoulli variable zk denote whether or not
request rk is admitted, which is defined as follows.

zk =

{
1, with probability y∗k
0, otherwise

(28)

Thus, the probability that the number of admitted requests is
less than (1 − α) · µ∗, can be calculated as follows, by the
well-known Chernoff bound.

Pr
[ ∑
rk∈R

zk < (1− α) · µ∗
]
< e−

α2µ∗
2 (29)

Note that the Chernoff bound is applicable because

E
[ ∑
rk∈R

zk

]
=

∑
rk∈R

E[zk] =
∑
rk∈R

y∗k = µ∗ (30)

We then set the value of α according to the equation

e−
α2·µ∗

2 =
1

|R|
(31)
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where |R| is the number of requests. The solution of Equa-
tion (31) can be expressed as

α =

√
2 log |R|
µ∗ (32)

Notice that it requires
√

2 log |R|
µ∗ < 1. Thus, µ∗ > 2 · log |R|.

Combining Inequality (29) and Equation (31), we have

Pr
[ ∑
rk∈R

zk < (1− α) · µ∗
]
<

1

|R|
(33)

Hence, the probability that the number of admitted requests
is at least (1− α) · µ can be calculated as follows.

Pr
[ ∑
rk∈R

zk ≥ (1− α) · µ
]
= 1−Pr

[ ∑
rk∈R

zk < (1− α) · µ
]

≥ 1−Pr
[ ∑
rk∈R

zk < (1− α) · µ∗
]

(34)

> 1− 1

|R|
(35)

Note that µ ≤ µ∗ since for a maximization problem, the
optimal solution of the LP is no less than the optimal solution
of the ILP. Thus, Inequality (34) holds.

Theorem 2. Given an MEC network G(V,E) and a set R
of user requests, there is a randomized algorithm with high
probability min{1− 1

|C| , 1−
1
|R|}, for the reliability-aware SFC

provisioning problem, which achieves an approximation ratio
α =

√
2 log |R|

µ∗ while the computing capacity violation at any

cloudlet is bounded by 1+σ = 1+
log |C|+

√
log2 |C|+4λ log |C|

λ
and the reliability constraint violation of any request is

bounded by 1+ ε = 1+
log |R|+

√
log2 |R|+4λ log |R|

λ , where |R|
and |C|is the number of requests and cloudlets respectively,
µ∗ is the optimal solution of the LP, and constant λ is defined
in Equation (6).

Proof: Following Lemma 1, 2, and 3, the proof of the
theorem is straightforward.

VII. HEURISTIC ALGORITHM

In this section, we devise an efficient heuristic algorithm for
the problem. Unlike the randomized algorithm in the previous
section, the solution delivered by it is feasible, and there are
no any computing capacity or reliability constraint violations.

A. Algorithm

We start with determining the number of instances of each
VNF fi ∈ SFCk so that the reliability requirement of request
rk can be satisfied.

Let θk =
∏

fi∈SFCk
φk,i be the current reliability of SFCk

where φk,i is the current reliability of fi ∈ SFCk. If one
more VNF instance of some fi∗ is added, the reliability of
SFCk, denoted by θ′k, will be (

∏
fi∈SFCk\{fi∗} φk,i)·φ′

k,i∗ =
θk

φk,i∗
· φ′

k,i∗ , where φk,i∗ is the current reliability of fi∗ and

φ′
k,i∗ is the reliability of fi∗ with one more VNF instance.

Thus, the ratio θ′
k−θk
ck,i

is the marginal increase in the reliability
of SFCk per unit computing resource for fi, where ck,i is the
amount of computing resource demanded by one VNF instance
of fi ∈ SFCk. The strategy adopted here is to repeatedly add
one VNF instance of a function fi with the maximum ratio of
θ′
k−θk
ck,i

until θk ≥ ηk.

We then sort requests in R in the non-decreasing order of
the total computing resource demand of each of them, which
is

∑
fi∈SFCk

γk,i, where γk,i is the total computing resource
demand of all VNF instances of fi. Next, for each request rk ∈
R, we determine whether it can be admitted, depending on
whether each VNF can be matched. Note that a VNF fi can be
matched to a cloudlet clj ∈ C only if clj has sufficient residual
computing resource to accommodate all its VNF instances, i.e.,
cap′j ≥ γk,i where cap′j is the residual computing resource of
cloudlet clj .

Algorithm 2 Heuristic
Input: An MEC network G = (V,E), a set of requests R.
Output: A solution that maximizes the number of requests admitted, while

meeting the reliability requirement of each admitted request.

1: A← ∅; /* the set of admitted requests */
2: for all rk ∈ R do
3: γk,i ← ck,i, ∀fi ∈ SFCk;
4: while θk < ηk do
5: i∗ ← argmax

fi∈SFCk

(
θ′k−θk
γk,i

);

6: γk,i∗ ← γk,i∗ + ck,i∗ ;
7: Sort |R| in non-decreasing order of the total computing resource demand

of each request;
8: cap′j ← capj , ∀clj ∈ C;
9: for all rk ∈ R do

10: L← SFCk;
11: cap∗j ← cap′j , ∀clj ∈ C;
12: while L ̸= ∅ do
13: Construct an auxiliary bipartite graph G′ ← (L ∪ C,E′) where

E′ ← {(fi, clj) | cap′j ≥ γk,i};
14: if E′ = ∅ then
15: cap′j ← cap∗j , ∀clj ∈ C;
16: Reject rk;
17: else
18: Find a maximum matching P in G′ by the Hopcroft– Karp

algorithm where P ← {(fi, clj) | fi is matched to clj};
19: cap′j ← cap′j − γk,i, ∀(fi, clj) ∈ P ;
20: L← L \ {fi | ∃clj , (fi, clj) ∈ P};
21: Admit rk and A← A ∪ {rk};
22: return Set A of admitted requests and their VNF instance placements;

The algorithm proceeds iteratively. Within each iteration, we
construct an auxiliary bipartite graph G′ = (V ′, E′), where
V ′ is the set of nodes containing all VNFs fi ∈ SFCk which
have not been matched and all the cloudlets clj ∈ C, and E′

is the set of edges. There is an edge e ∈ E′ between a cloudlet
clj ∈ V ′ and a VNF fi ∈ V ′ if cap′j ≥ γk,i. The problem then
is to match as many VNFs as possible by finding a maximum
matching in G′. This procedure continues until either all VNFs
fi ∈ SFCk are matched, or E′ becomes empty which means
no further VNF placement is possible. The detailed description
of the algorithm is given in Algorithm 2.
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B. Analysis of the heuristic algorithm

Theorem 3. Given an MEC network G(V,E) and a set R of
requests, there is a heuristic algorithm, Algorithm 2 for
the reliability-aware SFC provisioning problem, which takes
O(|R| · |C| · L2 ·

√
L+ |C|) time, where |R| and |C| are the

number of requests and cloudlets respectively, and L is the
maximum length of SFCk,∀rk ∈ R.

Proof: The solution delivered by Algorithm 2 is feasi-
ble, because the number of instances of each VNF fi ∈ SFCk

that needs to be placed in order to meet its reliability require-
ment has already been determined, prior to the admission of
request rk ∈ R. In addition, the computing capacity constraint
of each cloudlet cannot be violated since no VNF fi would
be matched to a cloudlet if the residual computing resource
of the cloudlet is insufficient to place its instances.

The rest is to analyze the time complexity of the proposed
heuristic algorithm.

It can be seen that it takes O(L · ω · |R|) time from Step 1
to Step 7. For each request, the number of VNF instances
required is at most L · ω, where L is the maximum length
of any SFCk,∀rk ∈ R, and ω is the maximum number of
instances for each VNF. Hence, it takes O(L ·ω · |R|) time to
find the number of VNF instances required for all the requests.
Step 8 takes O|R| · log(|R|) time for sorting the requests in
R, and it takes O(|R| · |C| ·L2 ·

√
L+ |C|) time from Step 9

to Step 22. For each request rk ∈ R, it appears in at most L
maximum matching, and it takes at most O(

√
L+ |C|·L·|C|)

time for finding a maximum matching by the Hopcroft – Karp
algorithm, since the number of nodes |V ′| is at most L+ |C|
and the number of edges |E′| is at most L · |C|. Thus, the
algorithm takes O(|R| · |C| ·L2 ·

√
L+ |C|) time to finding a

series of maximum matching between each VNF and cloudlets
for all requests.

VIII. PERFORMANCE EVALUATION

In this section, we evaluate the performance of the proposed
algorithms through experimental simulations. We also investi-
gate the impact of important parameters on the performance
of the proposed algorithms.

A. Experimental environment settings

We consider an MEC G = (V,E) network that consists
of 200 APs, and the number of cloudlets |C| is 10% of
network size. The cloudlets are randomly co-located with some
of the APs. Each network topology is generated, using the
widely adopted approach due to Barabási and Albert [2]. The
computing capacity capj of each cloudlet is randomly drawn
from 2,000 to 4,000 MHz [11]. The network offers 20 different
types of VNFs, i.e., |F | = 20, where the computing resource
demand of a VNF fi ∈ F , ci, is randomly drawn from 40 MHz
to 400 MHz [1]. The reliability of one instance of VNF fi is
randomly drawn in a range from 0.9 to 0.9999 [14]. For each
request rk ∈ R, the VNFs in its SFC are randomly selected
from F with the length of the SFC being from 3 to 5, and the

reliability requirement is drawn in the range between 0.85 and
0.9. The running time of each mentioned algorithm is based
on a desktop with a 3.4GHz 8-core Intel i7 CPU and 16 GB
RAM. Each value in figures is the mean of the results of 30
trials.

B. Performance evaluation of different algorithms

We first study the performance of different algorithms
including the ILP, the randomized algorithm, and the heuristic
algorithm, by varying the number of requests |R|.

Fig. 1(a) plots the performance of the three comparison algo-
rithms. It can be observed that when |R| = 500, approximately
12% more requests are admitted by the randomized algorithm
than the ILP, while the number of requests admitted by the
heuristic is about 10% less than the ILP. Note that the super
performance of the randomized algorithm is achieved at the
expense of the computing capacity and reliability constraint
violations, which will be dealt with later in this section. It can
also be seen that the running times of both the randomized
algorithm and the heuristic are significantly less than that of
the ILP when |R| becomes large, as shown in Fig. 1(b).

(a) Numbers of admitted requests (b) The running time of algorithms
(in seconds)

Fig. 1. Performance of different algorithms, by varying |R| from 100 to 500.

C. Impacts of parameters on algorithm performance

We then evaluate the impact of important parameters such
as the number of cloudlets |C| and the length of SFC L
on the algorithm performance. On one hand, it can be seen
from Fig. 2(a) that the randomized algorithm achieves a better
performance with the increase of |C|. Specifically, the three
algorithms exhibit the similar behaviors in terms of perfor-
mance when |C| = 5. However, it is noted that the randomized
algorithm outperforms both the ILP and the heuristic by nearly
15% and 40% respectively, when |C| = 25. The reason behind
is that each y∗k,∀rk ∈ R in the LP solution has a larger
probability to be rounded to 1, since there is more computing
resource available. It can also be observed that the performance
gap between the ILP and the heuristic is kept around 20.

On the other hand, Fig. 2(b) implies that both the random-
ized algorithm and the ILP have the similar performance, while
the performance of the heuristic drastically degrades with the
increase in the SFC length. The rationale behind is that more
VNF instances will be placed with the growth of L, and thus
consuming more computing resource. Thus, fewer numbers of
VNF instances can be assigned to cloudlets.
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(a) Numbers of admitted requests by
varying |C| from 5 to 25, with |R| =
400 and L=3.

(b) Numbers of admitted requests by
varying L from 1 to 5, with |R| =
200 and |C|=10.

Fig. 2. Impact of parameters |C| and L on the performance of different
algorithms.

D. Constraint violation analysis of the randomized algorithm

We finally investigate the violation of computing capacity
and the reliability constraints by the randomized algorithm.

Fig. 3(a) shows that the maximum violation ratio of the
computing capacity and reliability constraints respectively. It
can be observed that with different numbers of requests in
R, the violation ratios of computing capacity and reliability
constraints are around 30% and 15%, respectively. Moreover,
it is noted that the violations correspond to the performance
gap between the randomized algorithm and the ILP in Fig. 1(a).
For example, when |R| = 200, there is very little difference
between the number of requests admitted, and the computing
capacity and reliability constraint violations are both around
15%. However, when |R| = 400, the randomized algorithm ad-
mits 15 more requests than the ILP and the violations become
30% and 17%, respectively. The rationale is that the more
requests are admitted by the randomized algorithm than the
ILP, the more constraints must be violated. A similar pattern
can be found in Fig. 3(b). Fig. 3(c) illustrates the violation
on both computing capacity and reliability constraints, by
varying the length L of SFCs, from which it can be seen that
both computing capacity and reliability constraint violations
increase with the increase of L. The reason is that each
fi ∈ SFCk requires more instances in order to meet the
reliability requirement of request rk with a larger L. Hence,
each cloudlet has a larger probability to be overloaded, and
each SFC has a larger probability to be less reliable as the
probability that some VNF instances required to be placed but
not in fact increases.

IX. CONCLUSION

In this paper, we studied the reliability-aware SFC provision-
ing problem in MEC with the aim to maximize the number
of requests admitted while satisfying individual request’s reli-
ability requirement. We first showed that the problem is NP-
hard and formulated an ILP solution for it. We then developed
a randomized algorithm with a provable approximation ratio
with high probability, at the expense of moderate computing
capacity and the specified reliability constraint violations.
Also, we devised an efficient heuristic for the problem with-
out violating computing capacity and reliability constraints.
We finally evaluated the performance of the proposed algo-
rithms through experimental simulations. Experimental results
demonstrated that the proposed algorithms are promising.

(a) The violation ratio by varying
|R|.

(b) The violation ratio by varying
|C|.

(c) The violation ratio by varying L.

Fig. 3. Capacity and reliability violations by the randomized algorithm.
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